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Abstract— Decision tree algorithms are among the most popular techniques for dealing with classification problems in different areas. 

Decision tree learning offers tools to discover relationships, patterns and knowledge from data in databases. As the volume of data in 

databases is growing up very quickly, the process of building decision trees on such databases becomes a quite complex task.  The 

problem with decision trees is to find the right splitting criterion in order to be more efficient and to get the highest accuracy. Different 

approaches for this problem have been proposed by researchers, using heuristic search algorithms. Heuristic search algorithms can help 

to find optimal solutions where the search space is simply too large to be explored comprehensively. This paper is an attempt to summarize 

the proposed approaches for decision tree learning with emphasis on optimization of constructed trees by using heuristic search 

algorithms. We will focus our study on four of the most popular heuristic search algorithms, such as hill climbing, simulated annealing, tabu 

search and genetic algorithms. 

Index Terms— decision trees, genetic algorithms, heuristics, hill-climbing, simulated annealing, tabu search 

——————————      —————————— 

1 INTRODUCTION                                                                     

ecision tree induction algorithms represent one of the 
most popular techniques for dealing with classification 
problems. Classification, the data mining task of assign-

ing objects to predefined categories, is widely used in the 
process of intelligent decision making. Many classification 
techniques have been proposed by researchers in machine 
learning, statistics and pattern recognition. Decision tree learn-
ing offers tools to discover relationships, patterns and know-
ledge from data in databases. Decision tree induction algo-
rithms (DT) have become widely-used, mainly because the 
induction of DTs does not require any domain knowledge; DT 
induction algorithms can handle high-dimensional data; the 
representation of discovered knowledge in tree form is intui-
tive and easy to be assimilated by humans; and the learning 
and classification steps of DT induction are simple and fast 
[20]. 

As the volume of data in databases is growing up very 
quickly, the process of building decision trees on such data-
bases becomes a quite complex task. However, traditional de-
cision tree induction algorithms, such as C4.5 algorithm, im-
plement a greedy approach for node splitting that is inherent-
ly susceptible to local optima convergence.  Different ap-
proaches for this problem have been proposed by researchers, 
using heuristic search algorithms. Heuristic search algorithms 
can help to find optimal solutions where the search space is 
simply too large to be explored comprehensively. Algorithms 
that either give nearly the right answer or provide a solution 
not for all instances of the problem are called heuristic algo-

rithms. This group includes a plentiful spectrum of methods 
based on traditional techniques as well as specific ones. The 
simplest of search algorithms is exhaustive search that tries all 
possible solutions from a predetermined set and subsequently 
picks the best one. Local search is a version of exhaustive 
search that only focuses on a limited area of the search space. 
Local search can be organized in different ways. Popular hill-
climbing techniques belong to this class. Such algorithms con-
sistently replace the current solution with the best of its neigh-
bors if it is better than the current. Hill-climbing algorithm is 
effective, but it has a significant drawback called pre-mature 
convergence. Since it is ―greedy‖, it always finds the nearest 
local optima of low quality. The goal of modern heuristics is to 
overcome this disadvantage. Simulated annealing algorithm 
[21] uses an approach similar to hill-climbing, but occasionally 
accepts solutions that are worse than the current. The proba-
bility of such acceptance is decreasing with time. Tabu search 
[22] extends the idea to avoid local optima by using memory 
structures. The problem of simulated annealing is that after 
―jump‖ the algorithm can simply repeat its own track. Tabu 
search prohibits the repetition of moves that have been made 
recently, saving a lot of time. 

2   HILL CLIMBING AND DECISION TREES 

C4.5 algorithm is one of the most widely used algorithm 
in the decision trees and so the one of the most popular heuris-
tic function is gain ratio. This heuristic function has a serious 
disadvantage – towards dealing with irrelevant featured data 
sources, where it can get trapped to local optima. Hill-
climbing can be used as the heuristic function of decision tree, 
in order to overcome the disadvantage of gain ratio. 
A.M.Mahmood et al. [14] propose a composite splitting crite-
rion equal to a greedy hill climbing approach and gain ratio. 
Their experimental results shown that the proposed new heu-
ristic function can scale up accuracy, especially when 
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 Genetic algorithms can also avoid the problems associated with greedy 

trees. Genetic algorithms (GAs) are robust and effective optimization tech-
niques inspired by the mechanism of evolution and natural genetics [23]. 
The application of genetic algorithm for any problem requires a representa-
tion of the solution to the problem as a string of symbols, a choice of genetic 
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processing high dimension datasets. 
 T. De La Rosa et al. [6] also present a novel approach 
for boosting the scalability of heuristic planners based on au-
tomatically learning domain-specific search control know-
ledge in the form of relational decision trees. Particularly, they 
define the learning of planning search control as a standard 
classification process. Then, an off-the shelf relational classifier 
is used to build domain-specific relational decision trees that 
capture the preferred action in the different planning contexts 
of a planning domain. Additionally, they show two methods 
for guiding the search of a heuristic planner with relational 
decision trees. The first one consists of using the resulting de-
cision trees as an action policy. The second one consists of or-
dering the node evaluation of the Enforced Hill Climbing al-
gorithm with the learned decision trees. Their experiments 
over a variety of domains reveal that in both cases the use of 
the learned decision trees increase the number of problems 
solved together with a reduction of the time spent. 

3   SIMULATED ANNEALING AND DECISION TREES 

The simulated annealing algorithm is a globally optimized 
algorithm and it can be used to avoid the drawbacks of C4.5. 
Y.Jiang et al [9] propose a new bank customer credit evalua-
tion method based on decision tree and simulated annealing 
algorithm. They use C4.5 algorithm to obtain original decision 
rule sets, and the sets are used as the primary solution of Si-
mulated Annealing Algorithm (SAA) which ensures the high 
quality data source.  With lower target function f(x), SAA 
makes a better solution decision rules. The process can be 
modified or abandoned when the decision rules by SAA is too 
complicated. Their experimental results demonstrate that the 
proposed method is effective. Later on, the same author [18] 
also proposes a new credit scoring model based on decision 
tree and simulated annealing algorithm, which also results 
effective.  J.Dvorak and P. Savicky [13] also use simulated an-
nealing to avoid the drawbacks of C4.5 algorithm. Though it is 
quite computationally expensive, it allows to adjust the soft 
thresholds in groups of the nodes simultaneously in a way 
that better captures interactions between several predictors 
than the original approach. Their numerical test with data de-
rived from an experiment in particle physics shows that be-
sides the expected better approximation of the training data, 
also smaller generalization error is achieved. 

4 TABU SEARCH AND DECISION TREES 

Y.Cai et al. [7] use tabu search to investigate the manpow-
er allocation problem with time windows and job-teaming 
constraints (MAPTWTC), a practical scheduling and routing 
problem that tries to synchronize workers’ schedules to com-
plete all tasks. They first provide an integer programming 
model for the problem and discuss its properties. Next, they 
show that tree data structure can be used to represent the 
MAPTWTC solutions, and its optimal solution can be obtained 
from one of trees by solving a minimum cost flow model for 
each worker type. Consequently, they develop a novel tabu 
search algorithm employing search operators based on the tree 

data structure. They adopt the standard framework of the tabu 
search algorithm for the MAPTWTC, considering that there 
must exist an optimal MAPTWTC solution that can be derived 
from a tree. So the search space is restricted to a set of feasible 
trees, from which the optimal solution can be obtained.  While 
K.P.Benneth and J.A.Blue [16] propose an Extreme Point Tabu 
Search algorithm that constructs globally optimal decision 
trees for classification problems. Their non-greedy approach 
minimizes the misclassification error of all the decisions in the 
tree concurrently. They use Global Tree Optimization to op-
timize existing decision trees. This capability can be used in 
data mining for avoiding over fitting, transferring knowledge, 
incorporating domain knowledge, and maintaining existing 
decision trees. Their method works by fixing the structure of 
the decision tree and then representing it as a set of disjunctive 
linear inequalities. An optimization problem is constructed 
that minimizes the errors within the disjunctive linear inequa-
lities. To reduce the misclassification error, a nonlinear error 
function is minimized over a polyhedral region. A new Ex-
treme Point Tabu Search algorithm is used to search the ex-
treme points of the polyhedral region for an optimal solution. 
Their results are promising in both randomly generated and 
real-world problems.  

5   GENETIC ALGORITHMS ON DECISION TREES 

Genetic Algorithms have been widely used to construct 
short and near-optimal decision trees. In order to utilize genet-
ic algorithms, decision trees must be represented as chromo-
somes on which genetic operators such as mutation and cros-
sover can be applied. Genetic Algorithms have been used in 
two ways for finding the near-optimal decision trees. One way 
is that they can be used to construct decision trees in a hybrid 
or preprocessing manner (1, 2, 4, 5, 8, and 15). The other way 
is to apply them directly to decision trees (3, 10, and 12) 

S.H.Cha and Ch.Tappert [15] propose utilizing a genetic 
algorithm to improve the finding of compact, near-optimal 
binary decision trees. They present a method to encode and 
decode a decision tree to and from a chromosome where ge-
netic operators such as mutation and crossover can be applied 
and they also present theoretical properties of decision trees, 
encoded chromosomes, and fitness functions. Results show 
that by limiting the tree’s height the presented method guar-
antees finding a better or equal decision tree than the best 
known algorithms since such trees can be put in the initial 
population. Y.Modadi et al. [8] also build an accurate classifi-
cation algorithm with genetic approach that minimizes the 
number of rules of each classifier and increases classification 
accuracy. The search space of the algorithm does not check 
again. If there isn't specification improvement then it is pre-
vented from additional generation. Population size and max-
imum number of generations is equal to the number of fea-
tures. The experimental results show that the proposed algo-
rithm achieves the best competitive accuracy compared to 
other machine learning classification methods. While 
V.Mohan [1] implements DTs using traditional ID3 algorithm 
as well as genetic algorithms for learning decision trees. The 
Traditional Algorithm for learning decision trees is imple-
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mented using information gain as well as using gain ratio. 
Each variant is also modified to combat over fitting using 
pruning. The Evolutionary Algorithm is implemented with 
fitness proportionate and rank based as their selection strate-
gy. The algorithm is also implemented to have complete re-
placement and elitism as replacement strategy. Their results 
show that the traditional algorithm has performed well in al-
most all the cases compared to the genetic algorithm, but the 
training classifier using genetic algorithm takes longer than 
the traditional algorithm. However GAs are capable of solving 
a large variety of problems (e.g. noisy data) where traditional 
decision tree algorithm might fail.  

Interesting attempts have been done by R.C.Barros et al. 
[4]. They show an empirical analysis of a hyper-heuristic evo-
lutionary algorithm that is capable of automatically designing 
top-down decision-tree induction algorithms. Hyper-
heuristics can automatically generate new heuristics suited to 
a given problem or class of problems by combining, through 
an evolutionary algorithm, components or building-blocks of 
human designed heuristics.  The proposed hyper-heuristic 
evolutionary algorithm, HEAD-DT, is a regular generational 
EA in which individuals are collections of building blocks 
(heuristics) from decision-tree induction algorithms. It is ex-
tensively tested using 20 public UCI data sets and 10 real-
world microarray gene expression data sets. The algorithms 
automatically designed by HEAD-DT are compared with tra-
ditional decision-tree induction algorithms, such as C4.5 and 
CART. Experimental results show that HEAD-DT is capable of 
generating algorithms which are significantly more accurate 
than C4.5 and CART. 

The other way of using genetic algorithms over decision 
trees is after the tree is built. Genetic Algorithm has been ap-
plied on decision trees, which are already built with C4.5 algo-
rithm, to yield trees of better quality. D.Sh. Liu et al. [3], use a 
genetic algorithm to optimize the results of decision trees, in 
order to classify mobile users. The idea of the proposed algo-
rithm, is to use the decision tree algorithm to generate the mo-
bile user classification rules, and then according to the 
attribute of the rule, such as accuracy, support, simplicity, and 
gain ratio, they construct the fitness function of genetic algo-
rithm. The larger the value of the fitness is, the more optimal 
the rule will be. They use the crossover operation and muta-
tion operation of genetic to adjust the fitness function, so the 
fitness value will reach to the maximum value, and the rule 
will be optimal. C.J.Hinde et al. [10] extended the capability of 
decision tree induction systems where the independent va-
riables are continuous.  The incremental decision process re-
sults inadequate in explaining the structure of several sets of 
data without enhancement. They add polynomials of the base 
inputs to the inputs. The polynomials used to extend the in-
puts are evolved using the quality of the decision trees result-
ing from the extended inputs as a fitness function that serves 
to discover structure in the continuous domain resulting in 
significantly better decision trees.  

Fu et al. [12] also use C4.5 Algorithm to construct decision 
trees, and then they apply genetic algorithm to yield trees of 
better quality. They conduct a computational study of this 

approach using a real-life marketing data set, finding that 
their approach produces uniformly high-quality decision trees 
and also show that their approach can be used effectively on 
very large data sets. 

6   COMBINATIONS OF HEURISTICS FOR DECISION TREES 

Genetic Algorithms have also been combined with other 
algorithms to build models of decision support systems. 
W.S.Alsharafat [2] combines Genetic algorithm with Fuzzy 
Logic to build a generic, multi-criteria model for a decision 
support system for students’ admissions in university. Fuzzy 
logic method is used for query model representation and 
Steady State Genetic Algorithms is used for learning the pro-
posed model. This allows to build user-specific and custo-
mized models based on information acquired and by interact-
ing with users.  They use weight vectors that have linear struc-
tures, which can be represented by a binary string in which 
weight values are converted to binary numbers.  These binary 
strings corresponds to the individual’s genes in the GA learn-
ing process and they use a specific fitness function for each 
application, which is computed based on a training data set 
composed of vectors of fuzzy values. M.Khanbabaei and 
M.Alborzi [5] also propose a new hybrid mining approach in 
the design of an effective and appropriate credit scoring mod-
el for bank customers. The new proposed hybrid classification 
model is established based on a combination of clustering, 
feature selection, decision trees (C4.5), and genetic algorithm 
techniques. They use clustering and feature selection tech-
niques to preprocess the input samples to construct the deci-
sion trees in the credit scoring model. The proposed hybrid 
model chooses and combines the best decision trees based on 
the optimality criteria. It constructs the final decision tree for 
credit scoring of customers. Their results show that the gener-
ated decision trees are smaller in size and number of leaves, 
but have greater classification accuracy compared with other 
decision tree models. 

Simulated Annealing has been used in combination with 
Tabu Search and Genetic Algorithms to build decision trees. 
N.Mishra et al. [17] propose a hybrid algorithm named tabu-
simulated annealing to solve complex problems of the theory 
of constraints (TOC), an effective management philosophy for 
solving decision making problems with the aim of profit max-
imization by considering the bottleneck in traditional as well 
as modern manufacturing plants. One of the key components 
of TOC application is to enumerate quantity of the various 
products to be manufactured keeping in view the system con-
straints. Their algorithm exploits the beauty of tabu search and 
simulated annealing (SA) to ensure the convergence at faster 
rate. It is found that the performance of hybrid tabu-SA algo-
rithm on a well-known data set of product mix optimization 
problem is superior as compared to tabu search, SA, TOC heu-
ristic, Revised-TOC (R-TOC) heuristic, and Integer Linear 
Programming (ILP) based approaches.  While R. Ahmed and 
C.M.Rahman [11] combine the population concept of Evolu-
tionary Algorithms and cooling concept of Simulated Anneal-
ing to get control over both speedup and the amount of search 
space exploration. They propose a new algorithm that utilizes 
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population-oriented multi-objective simulated annealing 
(POMOSA) technique for inducing orthogonal decision trees 
with high predictive accuracy. The new system explores the 
search space structurally giving priority to the regions that 
have higher probability of containing better decision trees. The 
evaluation function they use, is based on two optimization 
variables, size and pessimistic error and the generated deci-
sion trees do not need any pruning. Finally, committee voting 
over the generated population of better decision trees is used 
to further increase the predictive accuracy of the system as a 
whole. Their novel hybrid technique excels by striking a bal-
ance between the continued exploration of the problem space 
and the exploitation of the useful components held in the solu-
tions discovered so far.    

7  CONCLUSIONS AND FUTURE WORK 

Decision tree algorithms are among the most popular tech-
niques for dealing with classification problems, but the prob-
lem with them is to find the right splitting criterion in order to 
get optimal solutions where the search space is simply too 
large to be explored comprehensively. In this study we have 
shown that heuristic search algorithms can help in this case. 
We tried to summarize the proposed approaches for decision 
tree learning with emphasis on optimization of constructed 
trees by using four of the most popular heuristic search algo-
rithms, such as hill climbing, simulated annealing, tabu search 
and genetic algorithms. In each case, we get promising results, 
better than using traditional decision trees, though algorithms 
using simulated annealing are quite computationally expen-
sive, so it can be a point to be improved in multi-core systems. 
Even better results can be taken, by combinations of genetic 
algorithms and other different heuristics to build more accu-
rate and simpler decisions trees. As future work we aim at 
building new algorithms based on decision trees and combina-
tions of different types of heuristics trying to employ efficient 
strategies to cover all the search space, applying local search 
only in actually promising search areas. 
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